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1. Second-Stage Processing

We experimented with adding a second stage similar to Audi-
oLM’s [1] third stage to refine coarse acoustic tokens into fine
acoustic tokens. Another encoder-decoder EncDec; is used to
generate the fine acoustic tokens given the coarse acoustic to-
kens (and semantic tokens, if available) from the first stage
model for each source i. The computation can be shown as
follows, and is shown in Figure 1:

A?Q” = EncDem(Si,A?Q“).
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Figure 1: Illustration of stage 2 processing.

If semantic tokens are not available during inference, we
replace them with mask tokens. During training, we used only
the first source to train the second stage model and semantic to-
kens were replaced with mask tokens with 50% probability. We
found that our results did not improve or improved little by us-
ing coarse+fine tokens instead of coarse tokens only. It seemed
first Q" = 6 levels of SoundStream model we trained produced
high enough quality for our purposes. We present results from
using fine tokens in Section 3.

2. Masking Probabilities

We used input masking patterns with certain probabilities of
masking certain combination of inputs. A mask pattern has a
value of 1 for an input that is not masked and O for an input that
is masked for the inputs W1 4+ W+ S,,, + A, that is transcript1,
transcript2, semantic tokens and acoustic tokens of the mixture

signal. As an example, 0011 means two target transcripts are
masked and semantic and acoustic tokens are not masked. For
our basic separation models (variants 1, 2 and 3 below), the
probabilities of mask patterns were 0.55 for 0011, 0.1 for 1100,
1011, 0111 and 1111 and 0.05 for 0000. In addition to the full
masking of each kind of tokens, we also masked a random con-
tiguous segment of each kind with the segment length to full
length ratio randomly chosen between 0 and 0.5. The second
stage model which uses S1 + A; as input is also trained with
masking pattern probabilities of 0.5 for patterns 11 and 01, that
is input semantic tokens are masked with 0.5 probability. For
stage 2 model, whenever we do not have the semantic tokens
predicted by stage 1 during inference, we just replace the se-
mantic token part with mask tokens.

3. TokenSplit Variants

Here are the TokenSplit variants we considered and experi-
mented with, shown as (input tokens) -> (output tokens).

1. Wi+ Wo+ S+ A >Wi 4+ Wao+4 51+ 52+ A1 + Ao
2. Wi+ Wa+Sm+An >S1+ S+ A1+ A+ Wi+ Wo
3. Wi+ Wo+ S+ Am >A1+As+ S1+ So+ Wi+ Wo
(default)

Wi+ Wa+ Ap >Wi1 +Wa+ A1 + Az

Wi+ Wo+ Ap > A1+ Ao+ Wi + W

Sm+Am >S1+ S+ A1+ A+ W1 + W

Ap > A1+ A+ Wi + Wy

The performance metrics for each variant is provided in Ta-
ble 1. As mentioned in the main text, variant 3 performed the
best. The reason this variant did better than others that first gen-
erate text (variant 1) or semantic tokens (variant 2) could be that
when transcripts or semantic tokens are generated first, the au-
toregressive token generation model can rely on them being ac-
curate and produce acoustic tokens that match them. However,
if there is an error when sampling the transcript or semantic to-
kens, the model ends up generating audio that does not match
with the ground truth input contents. The model is not great in
its ASR performance (as compared to a dedicated ASR model),
so it is expected that this causes higher word error rates.

We see that we obtain much better performance in DNS-
MOS with TokenSplit models as compared to a TDCN++
model, and we get close performance in DWER and DCER
metrics. VISQOL score is not better than TDCN++ but it is
not too much lower and VISQOL may not be the best metric
for evaluating generative model output quality due to possible
frame-level misalignments between ground truth and generated
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Table 1: TokenSplit separation results using 7 different vari-
ants on first 3 seconds of the Libri2Mix test set compared to
TDCN++.

Model SI-SNRi DNSMOS VISQOL DWER DCER
Mixture 0.0 3.39 1.50 86.6 622
TDCN++ 12.3 296 211 251 149
vl coarse -3.7 3.51 2.03 27.1 159
vl coarse+fine  -3.7 3.53 2.03 267 157
v2 coarse -3.8 3.51 201 290 173
v2 coarse+fine  -3.8 3.53 201 29.1 175
v3 coarse -3.5 3.50 204 266 154
v3 coarse+fine  -3.5 3.52 205 258 14.8
v4 coarse -4.4 3.49 1.84 424 262
v4 coarse+fine  -4.9 3.48 173 43.1 26.5
v5 coarse -3.6 3.49 2.03 279 16.1
v5 coarse+fine  -4.0 3.48 1.90 294 17.0
v6 coarse -4.1 3.51 198 316 19.1
v6 coarse+fine  -4.2 3.53 198 31.8 193
v7 coarse -3.9 3.49 1.98 303 17.7

v7 coarse+fine  -4.2 3.48 1.86 312 18.2

signal. The variant that does not use semantic tokens (variant
5) achieved quite close performance to the best variant. This
may show that semantic tokens are not that important for this
task even though they end up helping a little. Listening tests
also verify the superiority of the TokenSplit generated output as
shown in the paper.

4. Using multiple samplings

In this section, we test how the results change when we use
multiple samplings and choose among them. In addition to the
one sampling we had from the models, we generated two more
samplings from the models and picked the best output based on
DNSMOS metric which does not use any reference signal. The
results are given in Table 2. It can be observed that choosing
best of 3 samplings improve DNSMOS, but does not change
other metrics much, so we just reported the result from a single
sampling.

Table 2: Results comparing single sampled output versus pick-
ing the best of three samplings from the models using DNSMOS.

Model DNSMOS ViSQOL DWER DCER
TokenSplit 3.50 2.04 266 154
TokenSplit bestof3 3.58 205 266 153
TokenSplitRefine 3.51 229 172 9.5

TokenSplitRefine bestof3  3.58 229 172 9.5

S. ASR

We present ASR comparison results for different variants of the
model. The model output transcript is compared with running
the standalone ASR model on the model separated audio signals
in Table 3. We can see that using the model as an ASR model
for mixed speech does not work as well as applying a standalone
ASR model on separated audio signals. We plan to explore and
improve this result in future work.

Table 3: Comparison of ASR performance in terms of differen-
tial WER using the model’s output transcripts and running ASR
on the model’s coarse output sources.

Model DWER DWER(model output)

vl coarse  27.1 74.4
v2 coarse  29.0 74.6
v3 coarse  26.6 71.9
v4 coarse  42.4 89.2
v5 coarse  28.4 75.5
v6 coarse  31.6 76.3
v7 coarse  30.3 76.0
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